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Abstract

The notion of bisimulation is extended to Game Logic (GL), a logic for reasoning
about winning strategies in 2-player games. We show that all game constructions of GL

are safe for bisimulation, i.e. that an atomic bisimulation can be lifted to non-atomic
games constructed by the operations of GL. As a consequence, bisimilar states satisfy
the same GL-formulas.
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1 Introduction

While the work of Johan van Benthem covers many areas related to logic, it
seems fair to say that the topic of bisimulation can be identified as one of his
long-standing interests. Starting with his Ph.D. thesis [vB76] where he identi-
fied the modal fragment of first-order logic as the bisimulation-invariant frag-
ment, his interest in questions related to bisimulation continues to the present
day, as witnessed e.g. by [vB97, vB96]. Furthermore, he has managed to con-
vey his enthusiasm for this topic (as for many others) to a number of his Ph.D.
students including the present author, resulting in theses such as [d’A98] and
[Hol98].

The current paper seems appropriate for this Liber Amicorum not only
because it is yet another chapter in the great book on bisimulation, but also
because it is inspired directly by a paper of Johan van Benthem entitled Pro-
gram Constructions that Are Safe for Bisimulation [vB93]. In that paper, van
Benthem shows that (1) programs constructed from atomic relations and tests
by means of composition, union and negation are safe for bisimulation and
that conversely (2) all first-order definable relations which are safe for bisimu-
lation can be constructed in this way. This result can be seen as an expressive-
completeness result: Given that we want to treat bisimilar models/processes as
the same, we want our program operations to be safe for bisimulation, i.e. they
should in some sense preserve the bisimulation. If we accept that any program
construction we may want to define has to satisfy this condition, van Ben-
them’s result says that the operations of composition, union and negation are
sufficient to construct any new program operation one may think of, provided
it is first-order definable.

As the title of this contribution suggests, the aim of this paper is to extend
van Benthem’s line of investigation from programs to games. From a game per-
spective, one can see programs as special kinds of games, namely games where
one player (the computer) makes all the moves. From this angle, it is natural to
ask what happens if one adds game constructions which allow the other player
to make moves as well. A propositional logic of games which extends Propo-
sitional Dynamic Logic (PDL, [Har84, KT90]) with such interaction is Game
Logic (GL), introduced in [Par85]. After giving a short introduction to GL (sec-
tion 2), we shall show that the notion of bisimulation-safety can be extended to
game constructions, and that the game constructions of GL are indeed safe for
bisimulation. Note that this only establishes one half of the game version of van
Benthem’s result, the less challenging half to be sure. Still, it should suffice to
show that (and how) van Benthem’s approach can be lifted to a more general
modal logic. The more challenging question as to whether one can similarly
find an analogous converse result will be left for some other occasion...

2 Playing Games in Kripke Models

GL is a logic to reason about winning strategies in strictly competitive games
between two players who we shall call Angel and Demon. The underlying
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semantic model in which games are played is a Kripke model. (This is more
restrictive than in the original paper [Par85] but yields a simpler exposition.)
An atomic game g played at state s consists of Angel choosing one of the g-
successors of s; Angel looses if s has no such successors. A test game ϕ? consists
of checking through a neutral arbiter whether proposition ϕ holds at that state.
If it does, nothing happens (i.e. another game can be played) and otherwise,
Demon wins. As for the game operations, π1 ∪ π2 denotes the game where
first Angel chooses which of the two subgames to play and then that game is
played. The sequential composition π1;π2 of two games consists of first playing
π1 and then π2, and the iterated game π∗ has Angel choose how many π games
(possibly none) she wants to play.

Reading the informal explanation of these games carefully, one can notice
that Angel makes all the choices/moves in these games. In fact, the game
operations described so far do not go beyond the program operations known
in PDL. In order to introduce interaction between the players, GL adds an
operator dual for role interchange: Playing the dual game πd is the same as
playing π with the roles of the players reversed, i.e. any choice made by Angel
in π will be made by Demon in πd and vice versa.

Playing a game consists of moving through the states of the model based on
the choices the players make. After a game is played, a certain final state of the
game (i.e. state of the model) is reached. We want 〈π〉ϕ to express that Angel
can play π such that in the resulting state ϕ holds. In more game-theoretic
terminology, Angel has a winning strategy for ϕ in π, a strategy which brings
about ϕ. Similarly, [π]ϕ denotes the existence of such a winning strategy for
Demon.

After having provided some first intuitions for GL, we shall define the syn-
tax and semantics of GL formally. The language of GL consists of two sorts,
games and propositions. Given a set of atomic games Π0 and a set of atomic
propositions Φ0, games π and propositions ϕ can have the following syntactic
forms, yielding the set of games Π and the set of propositions/formulas Φ:

π := g | ϕ? | π;π | π ∪ π | π∗ | πd

ϕ := ⊥ | p | ¬ϕ | ϕ ∨ ϕ | 〈π〉ϕ

where p ∈ Φ0 and g ∈ Π0. As usual, we define > := ¬⊥, [π]ϕ := ¬〈π〉¬ϕ,
ϕ ∧ ψ := ¬(¬ϕ ∨ ¬ψ) and ϕ→ ψ := ¬ϕ ∨ ψ.

As for the semantics, a Kripke model I = (S, {ra|a ∈ Π0}, V ), consists of
a set of states S, a valuation for the propositional letters V such that for all
p ∈ Φ0 we have V (p) ⊆ S, and a set of relations ra ⊆ S × S. Given such
a model, we can define inductively when a formula ϕ is true in I at state s,
denoted as I, s |= ϕ:

I, s 6|= ⊥
I, s |= p iff p ∈ Φ0 and s ∈ V (p)
I, s |= ¬ϕ iff I, s 6|= ϕ
I, s |= ϕ ∨ ψ iff I, s |= ϕ or I, s |= ψ
I, s |= 〈π〉ϕ iff s ∈ Rπ(ϕI)
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where ϕI := {s ∈ S|I, s |= ϕ}. The modal clause of the definition makes use
of the function Rπ : P(S) → P(S). Given a set of states X, Rπ(X) denotes
the set of states from which Angel has a strategy in π to bring about X. The
function is defined by induction on π for any Y ⊆ S:

Rg(Y ) = {s ∈ S|∃t : srgt & t ∈ Y } for g ∈ Π0

Rα;β(Y ) = Rα(Rβ(Y ))
Rα∪β(Y ) = Rα(Y ) ∪Rβ(Y )
Rϕ?(Y ) = ϕI ∩ Y
Rαd(Y ) = Rα(Y )
Rα∗(Y ) = µX.(Y ∪Rα(X) ⊆ X)

In this definition, µX.f(X) denotes the smallest set X satisfying f(X). Note
that in order to guarantee the existence of this least fixpoint, Rπ should be
monotonic for every game π, i.e. if X ⊆ Y then Rπ(X) ⊆ Rπ(Y ). We shall
not carry out the proof that this is indeed the case, but only remark that the
monotonicity requirement is a natural one given our interpretation in terms
of strategies: If Angel has a strategy to bring about a state in X, then that
strategy trivially brings about a state in Y for every Y ⊇ X.

3 Generalizing Bisimulation for Games

Bisimulation provides an answer to the question: when should two models or
processes be considered the same? Different criteria may come to mind depend-
ing on what aspects of models one is interested in. If only interested in observ-
able properties of processes, one may choose for finite-trace equivalence, but
if interested in mathematical structure, one may choose isomorphism. These
equivalence notions (see e.g. [vBB93] for an overview) partition the class of
models into equivalence classes, and one may order equivalence notions accord-
ing to how fine-grained the partition is which they induce. While finite-trace
equivalence is often considered as too coarse and isomorphism as too fine, bisim-
ulation is situated between these two extremes.

Definition 1 (Bisimulation) Let I = (S, {ra|a ∈ Π0}, V ) and I ′ = (S′, {r′a|a ∈
Π0}, V ′) be two Kripke models. Then ∼ ⊆ S × S′ is a bisimulation between I
and I ′ iff for any s ∼ s′ we have

1. I, s |= p iff I ′, s′ |= p for all p ∈ Φ0.

2. For all g ∈ Π0: If srgt, then there is a t′ ∈ S′ such that s′r′gt′ and t ∼ t′.

3. For all g ∈ Π0: If s′r′gt′, then there is a t ∈ S such that srgt and t ∼ t′.

Two states are bisimilar iff there is a bisimulation ∼ such that s ∼ s′. �

One of the basic results on bisimulation in the context of modal logic states
that bisimilar states make exactly the same modal formulas true. In order to
extend this result to a logic like PDL, one shows that the three clauses in the
definition of bisimulation can be generalized from atomic formulas and atomic
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games/programs to arbitrary formulas and games/programs. When we say that
an operation is safe for bisimulation, we mean exactly this, namely that clauses
(2.) and (3.) can be generalized to games containing that operation.

Striving towards such a safety result for GL, we face the problem that
for non-atomic games π, we have no rπ relation but only a Rπ function. In
order to circumvent this problem, we propose here an alternative version of
bisimulation which is expressed in terms of the Rg functions. Incidentally, the
following definition has been proposed in [vBvES93] as a notion of bisimulation
for Concurrent Propositional Dynamic Logic.

Definition 2 (Bisimulation) As in definition 1, but replacing the last two
clauses by

2. For all g ∈ Π0: If s ∈ Rg(X) then ∃X ′ ⊆ S′ such that s′ ∈ R′
g(X ′) and

∀x′ ∈ X ′ ∃x ∈ X : x ∼ x′.

3. For all g ∈ Π0: If s′ ∈ R′
g(X) then ∃X ⊆ S such that s ∈ Rg(X) and

∀x ∈ X ∃x′ ∈ X ′ : x ∼ x′. �

It remains to show that these two definitions really amount to the same
thing. Having shown this, we can turn towards the main topic of this paper,
safety for bisimulation.

Theorem 1 A relation is a bisimulation in the sense of definition 1 iff it is a
bisimulation in the sense of definition 2.

Proof. Suppose a relation ∼ is a bisimulation in the sense of definition 1, and
assume that s ∼ s′ and s ∈ Rg(X), i.e. for some state t we have srgt and t ∈ X.
Hence there is some t′ such that s′r′gt′ and t ∼ t′. But then s′ ∈ R′

g({t′}), so ∼
is also a bisimulation according to definition 2.

Conversely, suppose a relation ∼ is a bisimulation in the sense of definition
2, and assume that s ∼ s′ and srgt. Then s ∈ Rg({t}) and so there is some X ′

such that s′ ∈ R′
g(X

′) and ∀x′ ∈ X ′ : t ∼ x′. Hence, there is some t′ such that
s′r′gt′ and t′ ∈ X ′ and thus t ∼ t′.

2

4 Safety & Invariance for Bisimulation

With the reformulation of bisimulation which definition 2 provides, we can
now prove that in Game Logic, bisimilar states satisfy the same formulas. As
mentioned before, the crucial part of the proof consists of showing that all the
game constructions of GL are safe for bisimulation, i.e. that clauses (2.) and
(3.) of definition 2 can be generalized to non-atomic games.

Theorem 2 Let I = (S, {ra|a ∈ Π0}, V ) and I ′ = (S′, {r′a|a ∈ Π0}, V ′) be two
Kripke models such that s ∈ S and s′ ∈ S′ are bisimilar. Then
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1. For all ϕ ∈ Φ: I, s |= ϕ iff I ′, s′ |= ϕ

2. For all π ∈ Π: If s ∈ Rπ(X) then ∃X ′ ⊆ S′ such that s′ ∈ R′
π(X ′) and

∀x′ ∈ X ′ ∃x ∈ X : x ∼ x′.
3. For all π ∈ Π: If s′ ∈ R′

π(X) then ∃X ⊆ S such that s ∈ Rπ(X) and
∀x ∈ X ∃x′ ∈ X ′ : x ∼ x′.

Proof. For atomic games and formulas, the claims hold by bisimilarity. For
non-atomic formulas, the boolean cases are immediate and we shall only show
one direction of (1.) for 〈π〉ϕ. If I, s |= 〈π〉ϕ, s ∈ Rπ(ϕI) and so (by induction
hypothesis (2.) for π) there is some X ′ such that s′ ∈ R′

π(X ′) and for all x′ ∈ X ′

there is some x ∈ ϕI such that x ∼ x′. By induction hypothesis (1.) for ϕ, this
means that X ′ ⊆ ϕI′

, and so by monotonicity, s′ ∈ R′
π(ϕI′

), which establishes
that I ′, s′ |= 〈π〉ϕ.

As for proving that the game constructions of GL are safe for bisimulation,
we shall prove (2.) for non-atomic games. Consider first the case of test ϕ?: If
s ∈ Rϕ?(X) = ϕI ∩ X, let X ′ := {x′|∃x ∈ X : x ∼ x′}, where ∼ denotes the
bisimulation as usual. Then s′ ∈ R′

ϕ?(X
′) by induction hypothesis (1.) for ϕ,

and for all x′ ∈ X ′ there is some x ∈ X such that x ∼ x′, simply by definition
of X ′.

For union, if s ∈ Rα∪β(X) we can assume w.l.o.g. that s ∈ Rα(X) and
apply the induction hypothesis, i.e. for some X ′, we have s′ ∈ R′

α(X ′) and
hence also s′ ∈ R′

α∪β(X ′).

For composition, suppose that s ∈ Rα(Rβ(X)). Using the induction hy-
pothesis for α, there is some Y ′ such that s′ ∈ R′

α(Y ′) and for all y′ ∈ Y ′ there
is a u ∈ Rβ(X) such that u ∼ y′. Now let X ′ := {x′|∃x ∈ X : x ∼ x′}. We must
show that s′ ∈ R′

α(R′
β(X ′)). For this, it suffices by monotonicity to show that

Y ′ ⊆ R′
β(X ′). So suppose that y′ ∈ Y ′, i.e. for some u ∈ Rβ(X) we have u ∼ y′.

Using the induction hypothesis for β, there is some V ′ such that y′ ∈ R′
β(V ′)

and for all v′ ∈ V ′ there is some x ∈ X such that x ∼ v′. Hence V ′ ⊆ X ′ and
so by monotonicity, y′ ∈ R′

β(X ′)

Dual: Suppose s ∈ Rαd(X), i.e. s 6∈ Rα(X). Again, let X ′ := {x′|∃x ∈ X :
x ∼ x′}. It is sufficient to show that s′ 6∈ R′

α(X ′). Suppose by reductio the
contrary. Then there is some Z with s ∈ Rα(Z) and for all z ∈ Z there is some
x′ 6∈ X ′ such that z ∼ x′. From this it follows that Z ⊆ X , so by monotonicity
s ∈ Rα(X), a contradiction.

Iteration: Let X ′ := {x′|∃x ∈ X : x ∼ x′} and Z := {z|∀z′ : z ∼ z′ ⇒
z′ ∈ R′

α∗(X ′)}. Now it is sufficient to show that Rα∗(X) ⊆ Z, and given
the definition of Rα∗(X) as a least fixpoint, it suffices to show that Z is a
fixpoint, i.e. that X ∪ Rα(Z) ⊆ Z. Supposing that x ∈ X and for some x′ we
have x ∼ x′, we have x′ ∈ X ′ ⊆ R′

α∗(X ′). On the other hand, suppose that
x ∈ Rα(Z) and x ∼ x′. Then by induction hypothesis, there is some Z ′ such
that x′ ∈ R′

α(Z ′) and for all z′ ∈ Z ′ there is some z ∈ Z such that z ∼ z′.
But then Z ′ ⊆ R′

α∗(X ′), and so by monotonicity x′ ∈ R′
α(R′

α∗(X ′)) ⊆ R′
α∗(X ′)

which completes the proof.
2
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